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Abstract. We present a novel AAC application, HoloAAC, based on
mixed reality that helps people with expressive language difficulties com-
municate in grocery shopping scenarios via a mixed reality device. A user,
who has difficulty in speaking, can easily convey their intention by press-
ing a few buttons. Our application uses computer vision techniques to
automatically detect grocery items, helping the user quickly locate the
items of interest. In addition, our application uses natural language pro-
cessing techniques to categorize the sentences to help the user quickly
find the desired sentence. We evaluate our mixed reality-based applica-
tion on AAC users and compare its efficacy with traditional AAC appli-
cations. HoloAAC contributed to the early exploration of context-aware
AR-based AAC applications and provided insights for future research.

Keywords: Augmentative and alternative communication · Mixed
reality · Assistive technology · Object detection · Text-to-speech

1 Introduction

Augmentative and alternative communication (AAC) [5] is a communication
mechanism for those with complex communication needs (CCN) [33], and exist-
ing AAC devices are forms of assistive technology (AT) comprising hardware
and software that can support or replace natural speech entirely. On the other
hand, augmented reality (AR), a user’s visual perception supplemented with
additional computer-generated sensory modalities, is rising in its ability to sup-
port AT through rehabilitation therapies that support people with disabilities.

While immersive learning applications in AR have greatly supported indi-
viduals with disabilities, current AAC devices do not carry the contextual intel-
ligence to prompt appropriate conversation choices or phrases based on a user’s
environment. This is particularly concerning for emergency situations where real-
time communication is important for supporting AAC users who have to not
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only consider their accommodations but also navigate a crisis with heightened
emotions. This prompts the need for an AI-driven AAC system aware of the
environmental situation and demand. Because of the monumental shift in the
nature of AAC, AAC has expanded its reach to include more people with a wider
range of CCN [39].

Fig. 1. When the user wears HoloLens 2 and stands by the side of the cashier, the
user clicks the camera button to capture current objects on the desk. In this scenario,
there are three objects on the desk: soda, coffee, and water. After the captured image is
processed on the PC, the detected objects, the generated keywords, and the generated
sentences will be shown in front of the user via an AAC interface visualized by HoloLens
2. As the user clicks the prices keyword, the sentence “what are the prices of these
groceries?” is shown. The user clicks this sentence to trigger our application to speak
it accordingly.

AR is becoming popular in various fields such as teaching [42], learning [29],
entertainment [19], defense [44], and marketing [36]. As an immersive technol-
ogy, AR opts to observe the user’s surroundings, understand the context, and
synthesize context-aware content with the aid of computer vision and artificial
intelligence algorithms. Moreover, head-mounted AR headsets feature egocen-
tric vision, referring to being capable of seeing what the user sees. These factors
make head-mounted AR headsets promising vehicles for delivering AAC appli-
cations in the future. Compared to current AAC devices that require users to
operate an AAC application on a phone or tablet, an AAC app running on a
head-mounted AR headset could be less distracting and more intuitive to pro-
vide in-situ conversation help, thanks to the advantage of AR in being able to
incorporate a user interface into the physical environment, which reduces gaze
switch and enhances eye contact.

To explore this direction, we propose HoloAAC, a computer vision-guided
mixed-reality AAC application that helps AAC users in grocery shopping sce-
narios as shown in Fig. 1. First, we devise a computational approach to generate
shopping-related sentences. Second, we use a mixed reality device to capture
an image of the current context, based on which an object detection algorithm
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is applied. Third, we propose a natural language processing (NLP) based algo-
rithm to help the user quickly find the desired sentence. Fourth, a text-to-speech
engine will translate the entire sentence into speech upon the user’s selection. To
the best of our knowledge, HoloAAC is the very first application that explores
using mixed reality and contextual awareness to provide AAC for users who have
expressive language difficulties but possess good control over hand movements.
The major contributions of this work include:

– Proposing a novel AAC interface that can be used on a mixed-reality headset;
– Devising an interactive approach based on object detection and text retrieval

techniques to help AAC users quickly retrieve and speak desired sentences
via text-to-speech;

– Evaluating our approach through experiments that mimic grocery scenarios
and case studies conducted with people who have expressive language diffi-
culties.

HoloAAC code is available at https://github.com/luffy-yu/HoloAAC.

2 Related Work

There are needs for just-in-time communication and context-aware technologies
in the AAC community. In fact, this is an area of need that has been prevalent.
We review some existing works.

2.1 Context-Aware AAC

Communication depends on context. People talk about things that are rooted in
their environments [31]. A context-aware system decides what information and
which service should be presented to the user [38].

TalkAbout [21] is a context-aware and adaptive AAC system that tailors its
users’ word list based on their current surroundings and the person they are
conversing with. TryTalk [14] operates similarly, considering the user’s location
obtained through GPS or building QR code, as well as the day and time. Chan et
al. [7] employed Bluetooth Low Energy beacons for precise indoor tracking and
a micro-location context-aware AAC system to minimize the cognitive burden of
user interaction. Moreover, Chan et al. [8] proposed a context-aware AAC system
to enhance daily communication for nonverbal schoolchildren with moderate
intellectual disabilities. On the other hand, Shen et al. [40] devised KWickChat
for nonspeaking individuals with motor disabilities, which leverages a GPT-2
language model and context information to improve the quality of the generated
responses. Rocha et al. [37] introduced a system to assist individuals with aphasia
to achieve two-way communication.

Unlike the previous works, our application offers full sentences for users to
select instead of a single word or a single phrase. Inspired by TryTalk [14], our
application also prioritizes frequently clicked sentences relevant to the detected
objects. Our application leverages the image capturing, hand tracking, visualiza-
tion, and audio capabilities of the HoloLens 2 to realize a novel and integrated
AAC interface in augmented reality.

https://github.com/luffy-yu/HoloAAC
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2.2 Computer Vision-Based AAC

Computer vision has been applied for AAC. The computer vision-based AAC
applications primarily lie on eye tracking, blink recognition, head tracking, facial
detection, and sign language recognition [31].

Raudonis et al. [35] proposed an affordable eye-tracking system that uses
a webcam and artificial neural classifiers to achieve precise eye-tracking. Al-
Rahayfeh et al. [2] surveyed eye-tracking and head movement technologies,
demonstrating their potential for enhancing the accuracy and reducing the costs
of assistive technologies. Jen et al. [20] proposed a wearable, highly accurate
and robust eye-gaze tracking system, which only required one single webcam
mounted on the glasses. On the other hand, Al-Kassim et al. [1] designed an
eye-tracking scanning keyboard to help individuals with paralysis. Moreover,
Zhang et al. [45] developed GazeSpeak, an eye gesture communication system
that operates on smartphones and benefits individuals with motor impairments.
Fiannaca et al. [13] presented AACrobat, a Gaze-Based AAC to lower commu-
nication barriers and provide autonomy using mobile devices. For more recent
research on eye-tracking, please refer to a recent review [23].

For other AAC applications based on blink recognition, head tracking, facial
detection, and sign language recognition, please refer to this review [31].

Disparate previous AAC research that used computer vision for communi-
cation purposes, we leverage computer vision to drive our application: object
detection analyzes the context in a scenario, and the detection result hints what
items the user is probably concerned about, helping the user quickly generate
context-aware sentences.

2.3 Augmented Reality for AAC

Augmented reality (AR) for AAC is a relatively new research field. Ramires
et al. [34] proposed a system that utilizes AR and integrates AAC along with
Applied Behavior Analysis (ABA) for aiding interventions with children diag-
nosed with Autism Spectrum Disorders (ASD). Kerdvibulvech et al. [22] pro-
posed a three-dimensional augmented reality-based human-computer interaction
application to assist children with special problems in communication. Also,
other research works [3,9–11,17,26,27] show that AR can be used to improve
language and communication skills in individuals with ASD and has positive
outcomes such as increased motivation, attention, and learning new tasks.

The direction of using HoloLens for AAC applications is relatively unex-
plored. Zhao et al. [46] proposed an AAC application that runs on HoloLens
to use eye-gaze technology to select words and make sounds. Krishnamurthy et
al. [24] introduced HoloType, a prototype system aimed at enhancing communi-
cation outcomes for individuals with nonspeaking autism to deliver interactive
educational content, enabling users to concurrently enhance their pointing skills.

Compared to previous works, HoloAAC not only aims to help AAC users in
daily grocery shopping scenarios but also aims to speak a meaningful sentence
rather than a word or a phrase.
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2.4 User Interface and Interaction for AAC

Several design efforts focused on user interfaces and interactions to support AAC
applications. Sobel et al. [41] found that higher-resolution displays enhance AAC
applications. Gibson et al. [15] extracted design requirements from a clinical
AAC tablet application. Kristensson et al. [25] proposed a design engineering
approach for quantitatively exploring context-aware sentence retrieval. Besides,
Obiorah et al. [30] developed meal-ordering prototypes for people with aphasia to
dine in restaurants. Mitchell et al. [28] investigated a custom-designed optimized
keyboard alongside the widely used QWERTY keyboard for three individuals
experiencing dexterity impairments caused by motor disabilities.

Wearable devices, like smart glasses, offer convenience compared to handheld
devices. In contrast to using a handheld AAC device, using an AAC app visu-
alized through an AR headset allows the user to maintain better eye contact in
face-to-face conversations. Additionally, an AR headset can sense the surround-
ings and provide scene-aware conversational assistance. Devices like HoloLens
have provided a glimpse into the future prevalence of such devices. Thus, it is
valuable to integrate AR with AAC. We devised HoloAAC as a prototype to
explore realizing an AAC interface on smart glasses. We believe that combining
computer vision, natural language processing, and text-to-speech technologies in
AAC shows promise as an emerging research direction.

3 Interview with AAC Users

To devise a friendly, accessible, and practical application for AAC users, we
interviewed 2 professional AAC users who have been using AAC devices for
more than 3 years and also teaching people to use AAC devices. We obtained
the following insights about the design of this application.

– This application should be portable and the device running the application
should be untethered (A1).

– This application should be easy to use with minimal configurations and intu-
itive operations (A2).

– Considering that some AAC users are used to symbol-based or text-based
AAC tools, it is preferable to use similar symbols in this application (A3).

– This application should be friendly to those AAC users with listening disabil-
ities (A4).

– For the grocery shopping scenario, it would be convenient to automatically
detect items and support the user in selecting items (A5).

We devise our augmented reality AAC application, HoloAAC, based on the
above observations. The application runs on the Microsoft HoloLens 2 (A1). It
comprises three windows: an entry window, a network setting window, and a
main window (A2). In this application, we support setting voice speed, volume,
and voice type (male voice/female voice). Besides that, since computer vision
can be used in context-aware AAC to determine what objects of interest are in
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the environment [31], we use computer vision techniques to detect groceries and
provide an optional way to select/deselect groceries (A5). In addition, the appli-
cation also tracks the user’s sentence selection history to prioritize previously
selected sentences (A2). Our application employs the wireless network to realize
the portable goal (A1). We choose mid-air tapping as the interaction method.
To enhance intuitiveness, we add symbols in front of nouns (A3). In order to
make this application more accessible, we use red color to denote being selected.
What’s more, we set the pressed sentence’s color to red to indicate that it is
being spoken, which is more friendly for people with listening disabilities (A4).

4 Technical Approach

4.1 Overview

Figure 2 shows our application workflow. First, the user wearing a HoloLens 2
takes a picture of the groceries in front. The picture is then sent to the server (a
PC in our experiments) for processing: semantic segmentation, object detection,
sentence retrieval, and text-to-speech. When HoloLens 2 gets the response from
the server, the user can select one or more keywords to quickly locate the desired
sentence and trigger the device to speak it.

Fig. 2. Our application’s overview

4.2 AR Tool and User Interface

As aforementioned, our application runs on Microsoft HoloLens 2. We use
the Unity and the Mixed Reality Toolkit (MRTK) to develop the application.
HoloLens 2 supports hand tracking so the user interface (UI) is movable in the
3D space. The UI primarily includes three parts: entry UI (Fig. 3(a)), network
setting UI (Fig. 3(b)), and main UI (Fig. 3(c)).
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Fig. 3. HoloAAC UI

The entry UI will be displayed after launching our application on Microsoft
HoloLens 2. The Camera button is for starting the prototype by capturing an
image. It will trigger the main UI. The Ignore button allows the user to start the
prototype without capturing an image. In the Voice Settings panel, the user can
choose the voice type: male voice or female voice, set the speed of the speech,
and change the volume of the sound. On the left bottom, we design the Network
setting button to support network configuration, which will trigger the network
setting UI.

In the network setting UI, the Default button is for setting the server input
field with the default value. The Clear button is for clearing the content in the
server input field. The Test button is for testing whether the server is accessible.
If the server is accessible, the status will change to OK. Otherwise, the status
will change to FAIL. The Confirm button is for setting the server configuration
and closing this panel.

The main UI is where the detected objects, keywords, and sentences are
shown. The top Detected Objects panel shows the detected objects in the cap-
tured picture. The left Keywords panel displays keywords related to the selected
objects in the Detected Objects panel and the Select Object panel. The central
Select Object panel lists all the objects that are supported. In case the object
detection fails and therefore no object is detected and automatically selected, the
user can still select any object in this panel manually. To enhance understanding,
we add a symbol in front of each object’s name. The bottom Sentences panel
shows relevant sentences retrieved according to objects and keywords. When the
user presses one sentence, the application will speak the sentence.
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At the bottom right, there are three buttons: Camera, Back, and Close. This
Camera button performs the same action as the camera button in the entry
UI. The Back button is used to go back to the entry UI. The Close button is
used to quit this application. We use a red color to denote the selected objects,
keywords, and sentences in the Detected Objects panel, the Select Object panel,
Keywords panel, and Sentences panel. Note that the Detected Objects panel, the
Select Object panel, and the Keywords panel support multi-selection.

4.3 Object Detection

As aforementioned, we take the image captured by the HoloLens 2 as the input.
The next step is to detect possible objects in the image.

Semantic Segmentation. Although object detection can be directly employed
on grocery items, detection failure may happen in practice due to the difference
between training images and captured images by HoloLens 2. Therefore, we
apply semantic segmentation as a preprocessing step to improve object detec-
tion accuracy. In our approach, we first apply a semantic segmentation method
(Deeplabv3+). It generates object masks that will be applied to crop the captured
image into multiple smaller segments for object detection.

Object Detection. Inspired by the GroceEye1, to perform object detection of
grocery items, we fine-tune a YOLOv5 model with the Freiburg Grocery dataset.
We use the processed Freiburg dataset which can be downloaded from Github.

4.4 Relevant Sentence Retrieval

We interviewed two professional AAC users, who have been using AAC devices
for more than 3 years and also teaching people to use AAC devices, for their
opinion regarding common conversations in grocery shopping scenarios. We
abstracted them and made them extensible to support adding other sentences
easily. We devise a sentence database to construct object-relevant sentences.
Since the number of sentences with regard to every object is large, it is hard for
a user to locate the target sentence. Therefore, we tokenize and stem sentences
to get keywords, which are used to group sentences. Hence the user can select
the target sentence through selecting keywords. We also consider historical data,
that is, which sentences are selected by the user before, to sort the sentences. As
a result, the more times one sentence is selected, the higher the precedence of
showing that sentence is. After the sentences are confirmed, the text-to-speech
engine will synthesize the corresponding audio of speaking the sentences.

1 http://students.washington.edu/bhimar/highlights/2020-12-18-GrocerEye/.

http://students.washington.edu/bhimar/highlights/2020-12-18-GrocerEye/
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Fig. 4. Sentence retrieval overview

Overall Workflow of Sentence Retrieval. After detecting the objects on
the image, our approach retrieves relevant sentences that the user may want to
speak. As illustrated in Fig. 4, our method first retrieves all sentences containing
the detected grocery names. After removing stop words and punctuations, it
extracts the stems of each sentence. We use the IDF algorithm to obtain key-
words. The sentences will then be categorized by the keywords. The user could
click further keywords on the UI, which will then trigger our approach to filter
out any irrelevant sentences. Those sentences that pass the filter will be pro-
cessed by the text-to-speech engine to generate the audio files of the spoken
sentences.

Keywords Generation for Locating Sentences. As we have the sentences
of one or more items, the next step is to enable the user to quickly select the
target sentence. First, for every sentence, we tokenize the sentence, removing
punctuations and stopwords. In NLP, stopwords refer to those words that do
not add much meaning to a sentence, such as “a” and “the”. After that, we
get the stem for every sentence. Then, we vectorize the sentences based on the
occurrences of words. The result will be a count matrix. We apply the IDF
algorithm to get the words with high frequency. In NLP, IDF means inverse
document frequency. IDF is a common term weighting schema in information
retrieval. A token with a higher IDF weight has a lower frequency, and vice versa.
In our approach, we use the top-ten lower IDF weight tokens as the keywords.
It will split sentences into several groups.

Sentence Filtering. After we get both the object name(s) and the keywords,
we are able to filter the sentence database. First, we filter the subset of the entire
sentence dataset using the object name(s). Sentences irrelevant to the objects
will be removed, while those relevant will be kept. Then, we filter the subset
again with the keywords. After that, we obtain several target sentences that the
user may prefer. To adapt to the user and personalize our approach, we record
the sentences the user has selected before. This data is a kind of prior knowledge.
When the user selects the same objects and the same keywords next time, the



HoloAAC 313

Table 1. Our seven participants (2 females and 5 males) had different years of expe-
rience using different AAC devices. Note that for P6 and P7, the years of AAC expe-
rience are counted as zero as they only used the conventional typing approach on
cellphones/iPads for communication.

Participant Gender AAC Device Years using AAC VR/AR Experience

P1 F Proloquo4Text 5 No
P2 M ASL Interpreter 5 VR
P3 F EZKeys 20 No
P4 M Proloquo2Go 11 VR
P5 M NovaChat 8 5 No
P6 M Cellphone/iPad 0* VR
P7 M Cellphone 0* No

sentences will be sorted according to this data. The more times a sentence has
been selected, the higher precedence of appearance the sentence is given.

4.5 Error Handling

Computer vision techniques such as semantic segmentation and object detection
could fail in some circumstances, for example, due to motion blur caused by
the user’s head movement or varying light conditions. We devise our application
to tolerate such situations if semantic segmentation or object detection fails. In
such situations, our approach leaves the Detected Objects panel empty and fills
the sentences panel with sentences with no object specification. The user can
select listed objects in the Select Object panel to retrieve relevant sentences.

5 Case Studies

As disability simulations might introduce negative stereotypes and fail to
highlight infrastructural and social challenges [4], we recruited people with
expressive language difficulties for case studies. According to the American
Speech-Language-Hearing Association, about 0.60% of the population use AAC2.
Inspired by AACrobat [13], we formed case studies where we observed a small
group of people with expressive language difficulties who used HoloAAC to com-
plete tasks. We then obtained the users’ feedback. According to the local stan-
dards for sample size in computer-human interaction studies [6], considering the
COVID-19 pandemic, the study setting, and the availability of participants, we
recruited 7 participants. This sample size follows the highly expert recommen-
dations ranging from 4 ± 1 to 10 ± 2 [6]. P1, P2, P3, and P4 are local, while
P5, P6, and P7 are non-local. P1 is blind in her right eye. P2 is deaf. P4 has
a lower-limb disability. P6 has aphasia. P7 has aphasia and hemiplegia. Table 1
shows their demographics.
2 https://www.asha.org/njc/aac/.

https://www.asha.org/njc/aac/
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Fig. 5. Proloquo2Go Symbol (PS) Fig. 6. Proloquo2Go Typing (PT)

Since Proloquo2Go3 is a popular AAC application on iPhone and iPad for
people with expressive language difficulties [12], we let participants complete the
same tasks using it as a baseline to investigate the usability and feasibility of our
application. Considering the comfort, IRB regulation, safety, convenience, and
privacy of AAC users, we conducted the case studies in a simulated environment
for P1, P2, P3, and P4. We used a private room inside a lab and set up an envi-
ronment similar to a grocery store cashier. P5 lives 400mi away, so we traveled
to his home for the case study. Similarly, we drove to an aphasia rehabilitation
center 100mi away to conduct case studies for P6 and P7.

5.1 Implementation

We developed HoloAAC using a PC equipped with a Nvidia GTX 3070
GPU, running Unity 2020.3.20, Microsoft Visual Studio 2019, Anaconda3, and
PyCharm 2021.2.3. The backend services such as image processing and sentence
retrieval also run on this PC. The prototype runs on a Microsoft HoloLens 2. For
fine-tuning the YOLOv5 object detection model, we used a PC with a Nvidia
GTX 3090 GPU.

5.2 Procedure

Control Groups. We used two control groups: Proloquo2Go Symbol (Fig. 5)
and Proloquo2Go Typing (Fig. 6) since these two modes are frequently used by
AAC users. In our case study, Proloquo2Go runs on an iPad.

Warm-Up Session. We conducted a warm-up session to get participants famil-
iarized with the basic operations of Proloquo2Go and our application as well.
To let them get ready for the formal case study tasks, the warm-up session
comprised of two tasks. The two warm-up tasks were the same, except that
3 https://www.assistiveware.com/products/proloquo2go.

https://www.assistiveware.com/products/proloquo2go
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we assisted them in finishing the first task while they finished the second task
independently. For counterbalancing, the participant did the tasks in different
orders. For example, if the participant did Proloquo2Go Symbol, Proloquo2Go
Typing, and HoloAAC for the first task, the participant would do the second
warm-up task in a different order: e.g., HoloAAC, Proloquo2Go Symbol, and
Proloquo2Go Typing.

Table 2. Target sentences used for the six tasks. To avoid confusion, we used bag in
Proloquo2Go Typing and HoloAAC, and plastic bag in Proloquo2Go Symbol as the bag
symbol in Proloquo2Go was not a plastic bag. Also, as Proloquo2Go did not have the
plural form symbol of bag and soda, we used the singular form. Besides, in Proloquo2Go
Symbol, we omitted the punctuations of the target sentences for simplicity.

Task Item(s) Proloquo2Go Typing and HoloAAC Proloquo2Go Symbol

1 water What is the price of water? What is the price of water
2 soda Do you have six-packs of soda? Do you have six-packs of soda
3 coffee Do you have any more coffee? Do you have any more coffee
4 soda Put all the sodas in one bag Put all the soda in one plastic bag
5 water, soda Can you put the water and soda in one bag? Can you put the water and soda in one plastic bag
6 water, coffee, soda Can you put these groceries in separate bags? Can you put these groceries in separate plastic bag

Table 3. Task completion times and time analysis (Unit: second) of the participants.
HL, PS, and PT denote the HoloAAC, Proloquo2Go Symbol, and Proloquo2Go Typing
conditions. SD denotes standard deviation.

Participant Task 1 Task 2 Task 3 Task 4 Task 5 Task 6 Mean SD
HL PS PT HL PS PT HL PS PT HL PS PT HL PS PT HL PS PT HL PS PT HL PS PT

P1 18 63 20 12 32 19 30 47 16 21 90 15 11 84 20 18 81 23 18 66 19 7 23 3
P2 40 66 9 12 65 8 40 24 9 32 86 14 52 102 18 27 93 23 34 73 13 14 28 6
P3 33 84 34 15 137 22 78 48 23 39 147 23 15 147 30 39 114 43 37 113 29 23 40 8
P4 10 92 7 35 47 21 43 41 5 60 113 7 14 107 9 10 91 16 29 82 11 21 31 6
P5 27 134 23 15 116 32 33 143 27 33 214 24 14 190 38 19 211 51 24 168 33 9 47 11
P6 39 153 81 26 75 82 38 214 64 27 245 47 7 256 64 15 105 123 25 175 77 13 75 26
P7 12 156 16 31 206 29 35 100 22 30 221 50 41 84 38 17 119 57 28 148 35 11 56 16

Case Study Tasks. As shown in Table 2, we designed 6 tasks with different
target sentences, which were also given with counterbalancing. Our application
tracked the time spent on different operations (e.g., clicking keywords). However,
as Proloquo2Go does not have a timing function, we employed an external timer
to count the time for the Proloquo2Go Symbol and Proloquo2Go Typing con-
ditions. For Proloquo2Go Typing, we ended the timer once the user had typed
the entire sentence. For Proloquo2Go Symbol, we ended the timer once the user
had typed the last symbol.
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Questionnaire. After the last Proloquo2Go Symbol/Typing and the HoloAAC
tasks, we asked the participants to finish a questionnaire to evaluate the work-
load, using the same iPad which they used to complete Proloquo2Go Sym-
bol/Typing tasks. Besides, we asked them for general feedback. They typed
their responses on their AAC devices or phones. We used the NASA Task Load
Index (TLX) [16] to assess the subjective workload. It had six questions in total,
which were answered using a 7-Likert scale.

Result Analysis. Table 3 shows the task completion times and time analysis
of the participants. We can see that P1, P2, P3, and P4 show a more stable
ability to type, probably because they type frequently in their daily life. During
the case study, they sometimes chose the autocomplete words supplied by the
tablet’s input keyboard to speed up their input.

Table 4. Mean completion time for each task with HoloAAC.

Task 1 2 3 4 5 6

Mean Time(s) 26 21 42 35 22 21

P1 took similar time using HoloAAC or Proloquo2Go Typing. The comple-
tion times with HoloAAC are less than those with Proloquo2Go Typing in 4 out
of 6 tasks (Task 1, 2, 5 & 6).

P2 took more time using HoloAAC than Proloquo2Go Typing. We found
that it was hard for him to quickly manage to click the target sentence in AR.
It took him many attempts to click one sentence to make it speak.

P3 took slightly more time using HoloAAC than Proloquo2Go Typing on
average. However, she finished 4 out of 6 tasks (Task 1, 2, 5 & 6) faster using
HoloAAC.

P4 took more time using HoloAAC than Proloquo2Go Typing probably due
to his many years of experience with Proloquo2Go but no experience with AR.

P5 took less time in 3 out of 6 tasks (Task 2, 5 & 6) using HoloAAC than
Proloquo2Go Typing. The mean and standard deviation (SD) show that using
HoloAAC is faster than using Proloquo2Go Symbol or Typing. Proloquo2Go
and HoloAAC are both new to him. The data shows that he becomes familiar
with HoloAAC faster than with Proloquo2Go.

P6 took less time in all 6 tasks using HoloAAC compared to using Pro-
loquo2Go Symbol or Proloquo2Go Typing. From the SD and mean, using
HoloAAC is faster than using Proloquo2Go Symbol or Typing.

P7 took less time in 3 out of 6 tasks (Task 1, 4, & 6) using HoloAAC than Pro-
loquo2Go Typing. From the SD and mean, using HoloAAC is faster than using
Proloquo2Go Symbol or Typing. Because of hemiplegia, P7 felt hard clicking the
sentence precisely and gradually became frustrated as the case study went by.
As a result, in the NASA TLX, he gave the same ratings for all questions under
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HoloAAC (7), Proloquo2Go Symbol (4), and Proloquo2Go Typing (1) to finish
the case study quickly.

We note that the participants generally finished the tasks much faster
using HoloAAC than using Proloquo2Go Symbol, even for P1 and P4 who are
experienced with Proloquo2Go but not with AR. It seems that choosing key-
words/symbols to finish a sentence exactly may take more time than typing
especially for experienced typers.

Table 4 shows the mean completion time for each task. We can see that Task 3
and Task 4 are the top two in time consumption as they required the participant
to click keywords in AR. More AR mid-air interactions generally resulted in
more time needed.

5.3 User Feedback

General Feedback. About our HoloAAC application, all participants said that
they liked the automatic popping up of relevant keywords and sentences with
respect to the objects detected.

Table 5. NASA TLX workload assessment ratings given by the participants. HL,
PS, and PT denote the HoloAAC, Proloquo2Go Symbol, and Proloquo2Go Typing
conditions. Please refer to Sect. 5.3 for the findings and explanations.

Participant Mental Demand Physical Demand Temporal Demand Performance Dissatisfaction Effort Frustration
HL PS PT HL PS PT HL PS PT HL PS PT HL PS PT HL PS PT

P1 4 5 1 3 1 1 4 5 2 3 3 1 3 5 1 1 1 1
P2 5 6 1 5 6 1 2 6 1 4 3 1 5 6 1 2 6 1
P3 7 2 1 7 2 2 3 1 1 3 1 1 7 2 1 2 2 1
P4 2 6 2 4 3 2 2 6 5 2 3 2 3 7 3 3 5 4
P5 7 7 1 7 4 1 2 7 1 4 1 1 7 7 1 7 7 6
P6 3 3 3 5 4 3 5 3 3 4 4 3 3 5 4 3 2 4
P7 7 4 1 7 4 1 7 4 1 7 4 1 7 4 1 7 4 1

P1 appreciated the camera feature for quicker expression but found interact-
ing with the AR interface challenging due to her right eye’s blindness.

P2 enjoyed automated sentence generation but found sentence clicking in AR
challenging. His unfamiliarity with AR glasses presented some task difficulties
but ultimately brought a sense of fulfillment upon completion.

P3 appreciated the automatic object detection and sentence generation func-
tionalities but suggested improving user input responses and enhancing mid-air
clicking for smoother interactions. During the case study, it took her multiple
attempts to click target sentences but she found a sense of accomplishment after
completing tasks. She also recommended extending HoloAAC for hospital use.

P4 appreciated HoloAAC’s speed and efficiency but had three suggestions.
First, he proposed extending the system to distinguish subtle item differences
like colors and sizes. Second, he suggested instant picture-to-speech capabilities



318 L. Yu et al.

for situations like seeing a cute dog on the street. Third, he recommended per-
sonalizing response options based on contexts such as retrieving recent personal
stories during conversations with friends.

P5 liked the new interaction approach and felt excited when clicking the
expected sentence. However, he found the interaction challenging and time-
consuming. He suggested using HoloAAC in schools.

P6 was highly enthusiastic about HoloAAC, seeing its potential for communi-
cation and time-saving. He expressed a desire for improved interaction accuracy
and recommended broader uses in parks, shops, and schools.

P7 struggled with HoloAAC due to hemiplegia as he could only use his left
hand for clicking. He recommended improving accuracy and sensitivity to benefit
a wider range of users in the workplace.

NASA TLX. We used NASA TLX to measure the workload. It measures the
workload from six aspects: mental demand, physical demand, temporal demand,
performance dissatisfaction, effort, and frustration. Table 5 shows the original
ratings and Fig. 7 shows the rating plots using the box and whisker plot. 1
represents very low and 7 represents very high. The lower, the better.

Fig. 7. NASA TLX workload assessment rating plots. Each box and whisker plot com-
prises six-number summary of the rating: minimum, lower quartile (Q1), median (line),
mean (×), upper quartile (Q3), and maximum. Please refer to Sect. 5.3 for the findings
and explanations.

P1, P2, and P4 found HoloAAC generally superior to Proloquo2Go Symbol
in all aspects. P1 and P2 excelled with Proloquo2Go Typing due to their 5
years of AAC experience. P4 considered HoloAAC on par with Proloquo2Go
Typing. P3 rated HoloAAC highly in mental demand, physical demand, and
effort due to her 20 years with traditional AAC. P5 gave HoloAAC high ratings
in various aspects but struggled due to myopia and the difficulty with sentence
selection. P6’s ratings were similar for both Proloquo2Go and HoloAAC as both
were new to him. P7 assigned the highest ratings to HoloAAC, middle ratings
to Proloquo2Go Symbol, and the lowest ratings to Proloquo2Go Typing due to
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his limited ability to use only his left hand for tasks. In comparison to other
participants, mid-air AR interactions were more physically demanding for him.

Mental Demand. The average rating of HoloAAC is 5, and 4 out of 7 ratings
are greater than 4. The reason is that participants needed to focus on the AR
panel to be able to interact. On the other hand, all 7 participants hadn’t used
HoloLens 2 before, but they were more or less experienced in Proloquo2Go or
similar devices/applications.

Physical Demand. The average rating of HoloAAC is 5.43, which is even higher
than that of the mental demand. 5 out of 7 ratings are greater than 4. The reason
is that the task was simple to understand, but the interaction required motion
control. Some of the participants had disabilities besides speaking disabilities,
which made the physical demand even higher. Another reason is, as Plasson et
al. [32] pointed out, the mid-air interaction that HoloLens uses is less accurate
than 2D touch and tends to result in physical fatigue.

Temporal Demand. The average rating of HoloAAC is 3.57, a little better than
neutral (4); and 5 out of 7 ratings are less than or equal to 4. The reason is that
participants didn’t feel stressed when performing the tasks. On the other hand,
few interactions were needed to complete the tasks using HoloAAC.

Performance Dissatisfaction. The average rating of Holo-AAC is 3.86, a little
better than neutral (4). 6 out of 7 ratings are less or equal to 4. Note that only
P7 gave a high rating (7) for this aspect. The reason is that P7 did attempt
many times to interact with the AR interface because of his hemiplegia. We can
say most participants tended to be satisfied with their performance.

Effort. The average rating of HoloAAC is 5, which is equal to the mental demand
rating. 4 out of 7 ratings are greater than 4. The reason is that some participants
had other disabilities in eyes or motion control, which means that it required
more effort for them to finish tasks.

Frustration. The average rating of HoloAAC is 3.57, a little better than neu-
tral (4). 5 out of 7 ratings are less than 4. Most participants didn’t feel high
frustration when performing tasks using HoloAAC.

In all six aspects, participants gave the lowest ratings to Proloquo2Go Typ-
ing. That is because 26-key keyboard-based typing is classic and the participants
were more or less familiar with it. Compared to tablet-based AAC applications,
HoloAAC running on a HoloLens 2 headset was new to the participants and
might be rated unfavorably due to the participants’ unfamiliarity with mixed
reality. On the other hand, tablet-based AAC applications might have been
favored due to the participants’ familiarity with tablets.

5.4 Limitations and Future Work

Due to the small population size of AAC users and the challenge that few AAC
users were willing to sign up for our case study, our study recruited only seven
participants. Hence, we are unable to draw statistically significant conclusions.
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We only demonstrate HoloAAC for simple grocery scenarios. The general-
izability depends on the underlying object detection model. By using a more
versatile model, HoloAAC can function in a wider range of scenarios. We chose
to experiment with the grocery scenario for two reasons: 1) the conversations
at a cashier tend to be more coherent; and 2) we can leverage contextual infor-
mation based on grocery items recognized using off-the-shelf computer vision
techniques. HoloAAC serves as an early prototype to explore and validate the
possibility of integrating AR with AAC. The framework can be extended for
other applications. It is technically feasible to enhance the generalizability by
incorporating a virtual keyboard or replacing the backend models with con-
trastive language-image pre-training (CLIP) to satisfy the needs of specific users
or application scenarios. Furthermore, the seamless integration of large language
models (LLMs) such as ChatGPT into our approach is promising as AI-generated
phrases can potentially lessen physical and cognitive sentence creation efforts
during communication [43].

Another possible extension is to attach a 4G/5G communication module to
enable HoloLens to work without Wi-Fi, which would allow our application to be
employed in more scenarios such as supporting outdoor activities. Besides, due to
the reality that a standard disabled experience rarely plays out in practice [18],
it would be helpful to support multi-modal interactions considering multiple
disabilities so as to better accommodate AAC users. For example, for those
people with both expressive language difficulties and motion control disabilities,
an interaction mechanism based on eye-tracking rather than hand-clicking is
more accessible.

For those users who have not used HoloLens, it might take them some time
to get familiar with the AR interactions. In our case study, some participants
experienced difficulty in clicking the keywords or sentences shown in AR. We
believe that improving the hand-tracking precision would make AR-based AAC
applications more practical and favorable. Alternatively, instead of using mid-
air interactions, using a controller (e.g., the clicker of HoloLens 1) could make
interaction easier especially for users with body movement disabilities.

6 Conclusion

We presented HoloAAC, a novel mixed reality-based AAC application. We
explored its usability and feasibility through a case study, which provided useful
insights for future AR-based AAC applications. First, CV and NLP-based func-
tionalities showed promise and were favored by our participants. Second, other
disabilities of AAC users may be considered in designing an AR-based AAC
application. Moreover, multi-modal interactions can be incorporated to improve
the user experience.
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